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A phytoplankton bloom seen from space. A bloom triggered by a cyclone in 2019 
covered nearly 250,000 square kilometers in the South Pacific Ocean. Credit: Alamy
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Introduction



Nature reviews microbiology 5.10 (2007): 813-819.





A phytoplankton bloom seen from space. A bloom triggered by a cyclone in 2019 

covered nearly 250,000 square kilometers in the South Pacific Ocean. Credit: Alamy





* The tiny plankton are very important for our life

*Apart from the phytoplanktons that are responsible for producing up to 50% of the oxygen we need Zoo planktons are sources of food for larger animals

* They are actually the intermediate link that transfer energy from the sun which is captured by phytoplanktons to other animals

* one of the behaviors that zooplanktons show is the diel vertical migration. This is the largest migration that happens daily on Earth

* coming up when the sun goes down and going to deeper water when the sun rises.

* to protect themselves against predators during daylight and eat the phytoplanktons during night.

* For them to be able to perform this migration it is very important to have an efficient swimming strategy in the turbulent ocean

* what we tried to do here is to find and understand the mechanism of efficient strategies for an active swimmer that can measure the velocity differences on its body like copepods. Copepods are shown to be able to sense the slip velocities as small as 20 micro meter per seconds



Model







TexMaths28§display§\boldsymbol{v} = \boldsymbol{u}_{\text{flow}}(\boldsymbol{x},t) + v_{\text{swim}}\hat{\boldsymbol{n}}§svg§600§FALSE§







































TexMaths28§display§\boldsymbol{\omega} = \boldsymbol{\Omega}_{\text{flow}}(\boldsymbol{x},t) + \Lambda \hat{\boldsymbol{n}} \times \mathbb{S}_{\text{flow}}(\boldsymbol{x},t)\hat{\boldsymbol{n}} + \boldsymbol{\omega}_{\text{swim}}§svg§600§FALSE§





































































TexMaths15§display§\Lambda = \frac{\lambda^2 -1}{\lambda^2+1},\quad \lambda = \frac{a^\parallel}{a^\perp}§png§600§FALSE§Model









Active  control











* To study the optimal strategies for vertical migration of copepods We have modeled them as point-like  , bottom heavy, rigid ellipsoids that swim with a constant speed relative to their local fluid

* The dynamics can be summarized with these equations.

* the velocity has terms from flow velocity, settling velocity and the swimming velocity

* the rotation is effected by flow vorticity, shape, passive gravitaxis due to bottom heaviness and a control parameter. 

* through this control parameter the swimmer can change its swimming direction.

* A naive solution would be removing the control parameter which gives a passive gyrotactic swimmer.

* It is shown previously for example in the work by Gustavsson et. al. that longer swimmers can sample upwelling regions of the flow and can have a positive vertical migration compared to spherical swimmers because of their shape



Smart Swimmer



Life 3.0 , Max Tegmark







TexMaths28§display§Q(s,a) = Q(s,a) + \alpha\Big[R + \gamma \max_{a'} Q(s',a') - Q(s,a)\Big]§svg§600§FALSE§

















































































TexMaths15§display§-\alpha-\gamma§svg§600§FALSE§









Reinforcement learning an introduction, R. Sutton and A. Barto.



Ability to accomplish complex goals



*To find the optimal swimming strategies we used Reinforcement learning to train smart swimmers, and then analyze their optimal or suboptimal strategies.

*Reinforcement learning is framework which allows an agent to learn through interactions with its environment.

* Agent should take actions at different states and taking each action at each state will yield a reward or punishment signal. Based on these rewards agent will be able to find the optimal strategy to follow a certain goal.

* To use this scheme in our problem we need to define states, rewards, and actions for the swimmer.

* We found that in this problem the best environment signals that can be used as states are strain rate and slip velocity assuming that the copepod is able to measure the velocity gradients and slip velocity on its body using the array of setae it has.

* then we divided each signal to 3 intervals namely positive, negative and zero as you can see here.

* We chose the reward after some time delta t to be the difference in the z coordinate after delta t. In this way swimmer receives positive reward for migrating upward and punishment or negative reward for swimming downward. This will reinforce actions that take the swimmer to larger values of z coordinate.

* For the actions we assumed that our swimmer is able to rotate around axes p and q with 3 different angular velocities. Therefor in total there will be 9 possible actions.



Sensing abilities











Can they distinguish?



Plankton: wonders of the drifting world, Christian Sardet.



Small, Wet, and Rational, Andre Visser







Advection



Slip velocity (Translational)



Slip velocity

(Angular)



Fluid strain



Small, Wet, and Rational, Andre Visser



Avoid high strain ?



Goal



*To find the optimal swimming strategies we used Reinforcement learning to train smart swimmers, and then analyze their optimal or suboptimal strategies.

*Reinforcement learning is framework which allows an agent to learn through interactions with its environment.

* Agent should take actions at different states and taking each action at each state will yield a reward or punishment signal. Based on these rewards agent will be able to find the optimal strategy to follow a certain goal.

* To use this scheme in our problem we need to define states, rewards, and actions for the swimmer.

* We found that in this problem the best environment signals that can be used as states are strain rate and slip velocity assuming that the copepod is able to measure the velocity gradients and slip velocity on its body using the array of setae it has.

* then we divided each signal to 3 intervals namely positive, negative and zero as you can see here.

* We chose the reward after some time delta t to be the difference in the z coordinate after delta t. In this way swimmer receives positive reward for migrating upward and punishment or negative reward for swimming downward. This will reinforce actions that take the swimmer to larger values of z coordinate.

* For the actions we assumed that our swimmer is able to rotate around axes p and q with 3 different angular velocities. Therefor in total there will be 9 possible actions.



State and Actions









TexMaths28§display§R \propto - \text{tr}(\mathbb{S}^2)§svg§600§FALSE§TexMaths28§display§\pdv{u_i}{x_j} §svg§600§FALSE§















Actions





TexMaths28§display§\boldsymbol{\omega}_{--} = \omega_q + \omega_p§png§600§FALSE§swim



Reward



TexMaths28§display§\pdv{}{x_k}\pdv{u_i}{x_j}§svg§600§FALSE§



























TexMaths28§display§\boldsymbol{p} \cdot {\nabla} \text{tr}(\mathbb{S}^2) > 0§svg§600§FALSE§























TexMaths28§display§\boldsymbol{q} \cdot {\nabla} \text{tr}(\mathbb{S}^2) > 0§svg§600§FALSE§























TexMaths28§display§\boldsymbol{p} \cdot {\nabla} \text{tr}(\mathbb{S}^2) < 0§svg§600§FALSE§























TexMaths28§display§\boldsymbol{q} \cdot {\nabla} \text{tr}(\mathbb{S}^2) < 0§svg§600§FALSE§

























Signals



TexMaths28§display§\text{tr}(\mathbb{S}^2)§svg§600§FALSE§













*To find the optimal swimming strategies we used Reinforcement learning to train smart swimmers, and then analyze their optimal or suboptimal strategies.

*Reinforcement learning is framework which allows an agent to learn through interactions with its environment.

* Agent should take actions at different states and taking each action at each state will yield a reward or punishment signal. Based on these rewards agent will be able to find the optimal strategy to follow a certain goal.

* To use this scheme in our problem we need to define states, rewards, and actions for the swimmer.

* We found that in this problem the best environment signals that can be used as states are strain rate and slip velocity assuming that the copepod is able to measure the velocity gradients and slip velocity on its body using the array of setae it has.

* then we divided each signal to 3 intervals namely positive, negative and zero as you can see here.

* We chose the reward after some time delta t to be the difference in the z coordinate after delta t. In this way swimmer receives positive reward for migrating upward and punishment or negative reward for swimming downward. This will reinforce actions that take the swimmer to larger values of z coordinate.

* For the actions we assumed that our swimmer is able to rotate around axes p and q with 3 different angular velocities. Therefor in total there will be 9 possible actions.







Mousavi, N., Qiu, J., Mehlig, B., Zhao, L., & Gustavsson, K. (2023). Efficient survival strategy for zooplankton in turbulence.  arXiv:2309.09641.









Optimal Navigation



* The tiny plankton are very important for our life

*Apart from the phytoplanktons that are responsible for producing up to 50% of the oxygen we need Zoo planktons are sources of food for larger animals

* They are actually the intermediate link that transfer energy from the sun which is captured by phytoplanktons to other animals

* one of the behaviors that zooplanktons show is the diel vertical migration. This is the largest migration that happens daily on Earth

* coming up when the sun goes down and going to deeper water when the sun rises.

* to protect themselves against predators during daylight and eat the phytoplanktons during night.

* For them to be able to perform this migration it is very important to have an efficient swimming strategy in the turbulent ocean

* what we tried to do here is to find and understand the mechanism of efficient strategies for an active swimmer that can measure the velocity differences on its body like copepods. Copepods are shown to be able to sense the slip velocities as small as 20 micro meter per seconds
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Mousavi, N., Qiu, J., Mehlig, B., Zhao, L., & Gustavsson, K. (2023). Efficient survival strategy for zooplankton in turbulence.  arXiv:2309.09641.



*To find the optimal swimming strategies we used Reinforcement learning to train smart swimmers, and then analyze their optimal or suboptimal strategies.

*Reinforcement learning is framework which allows an agent to learn through interactions with its environment.

* Agent should take actions at different states and taking each action at each state will yield a reward or punishment signal. Based on these rewards agent will be able to find the optimal strategy to follow a certain goal.

* To use this scheme in our problem we need to define states, rewards, and actions for the swimmer.

* We found that in this problem the best environment signals that can be used as states are strain rate and slip velocity assuming that the copepod is able to measure the velocity gradients and slip velocity on its body using the array of setae it has.

* then we divided each signal to 3 intervals namely positive, negative and zero as you can see here.

* We chose the reward after some time delta t to be the difference in the z coordinate after delta t. In this way swimmer receives positive reward for migrating upward and punishment or negative reward for swimming downward. This will reinforce actions that take the swimmer to larger values of z coordinate.

* For the actions we assumed that our swimmer is able to rotate around axes p and q with 3 different angular velocities. Therefor in total there will be 9 possible actions.
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* what we tried to do here is to find and understand the mechanism of efficient strategies for an active swimmer that can measure the velocity differences on its body like copepods. Copepods are shown to be able to sense the slip velocities as small as 20 micro meter per seconds
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